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Abstract. The parameterized pattern matching problem is a kind of
pattern matching problem, where a pattern is considered to occur in a
text when there exists a renaming bijection on the alphabet with which
the pattern can be transformed into a substring of the text. A param-
eterized border array (p-border array) is an analogue of a border array
of a standard string, which is also known as the failure function of the
Morris-Pratt pattern matching algorithm. In this paper we present a lin-
ear time algorithm to verify if a given integer array is a valid p-border
array for a binary alphabet. We also show a linear time algorithm to
compute all binary parameterized strings sharing a given p-border array.
In addition, we give an algorithm which computes all p-border arrays of
length at most n, where n is a a given threshold. This algorithm runs in
time linear in the number of output p-border arrays.

1 Introduction

1.1 Parameterized Matching and Parameterized Border Array

The parameterized matching (p-matching) problem [1] is a kind of string match-
ing problem, where a pattern is considered to occur in a text when there exists a
renaming bijection on the alphabet with which the pattern can be transformed
into a substring of the text. A parameterized string (p-string) is formally an
element of (Π ∪Σ)∗, where Π is the set of parameter symbols and Σ the set of
constant symbols. The renaming bijections used in p-matching are the identity
on Σ, that is, every constant symbol X ∈ Σ is mapped to X, while symbols in
Π can be interchanged. Parameterized matching has applications in software
maintenance [2, 1], plagiarism detection [3], and RNA structural matching [4],
thus it has been extensively studied in the last decade [5–12].

Of various efficient methods solving the p-matching problem, this paper fo-
cuses on the algorithm of Idury and Schäffer [13] that solves the p-matching
problem for multiple patterns. Their algorithm modifies the Aho-Corasick au-
tomata [14], replacing the goto and fail functions with the pgoto and pfail func-
tions, respectively. When the input is a single pattern p-string of length m, the
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pfail function can be implemented by an array of length m, and we call the array
the parameterized border array (p-border array) of the pattern p-string, which
is the parameterized version of the border array [15]. The p-border array of a
given pattern can be computed in linear time [13].

1.2 Reverse and Enumerating Problems on Strings

The reverse problem for standard border arrays [15] was first introduced by
Franěk et al. [16]. They proposed a linear time algorithm to verify if a given
integer array is the border array of some string. Their algorithm works for both
bounded and unbounded alphabets. Duval et al. [17] proposed a simpler algo-
rithm to solve the same problem in linear time for bounded alphabets.

Moore et al. [18] presented an algorithm to enumerate all border arrays of
length at most n, where n is a given positive integer. They proposed a notion
of b-equivalence of strings such that two strings are b-equivalent if they have
the same border array. The lexicographically smallest one of each b-equivalence
class is called b-canonical string of the class. Their algorithm is also able to
output all b-canonical strings of length up to a given integer n. Franěk et al. [16]
pointed out that the time complexity analysis of [18] is incorrect, and showed a
new algorithm which solves the same problem in O(bn) time using O(bn) space,
where bn denotes the number of border arrays of length at most n.

The reverse problem for some other string data structures, such as suf-
fix arrays [19], directed acyclic word graphs [20], directed acyclic subsequence
graphs [21] have been solved in linear time [22, 23]. The problem of enumerating
all suffix arrays was considered in [24]. An algorithm to enumerate all p-distinct
strings was proposed in [18], where two strings are said to be p-distinct if they
do not parameterized-match.

1.3 Our Contribution

This paper considers the reversal of the problem of computing the p-border array
of a given pattern p-string. That is, given an integer array α, determine if there
exists a p-string whose p-border array is α. In this paper, we present a linear
time algorithm which solves the above problem for a binary parameter alphabet
(|Π| = 2). We then consider a more challenging problem: given a positive integer
n, enumerate all p-border arrays of length at most n. We propose an algorithm
that solves the enumerating problem in O(Bn) time for a binary parameter
alphabet, where Bn is the number of all p-border arrays of length n for a binary
parameter alphabet. We also give a simple algorithm to output all strings which
share the same p-border array.

A p-border is a dual concept of a parameterized period of a p-string. Apos-
tolico and Giancarlo [11] showed that a complete analogy to the weak periodicity
lemma [25] stands for p-strings over a binary alphabet. Our result reveals yet
another similarity of p-strings over a binary alphabet and standard strings in
terms of periodicity.
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2 Preliminaries

2.1 Parameterized String Matching

Let Σ and Π be two disjoint finite sets of constant symbols and parameter
symbols, respectively. An element of (Σ ∪ Π)∗ is called a p-string. The length
of any p-string s is the total number of constant and parameter symbols in s
and is denoted by |s|. For any p-string s of length n, the i-th symbol is denoted
by s[i] for each 1 ≤ i ≤ n, and the substring starting at position i and ending
at position j is denoted by s[i : j] for 1 ≤ i ≤ j ≤ n. In particular, s[1 : j]
and s[i : n] denote the prefix of length j and the suffix of length n− i + 1 of s,
respectively.

Any two p-strings s and t of the same length m are said to parameterized
match if s can be transformed into t by applying a renaming function f from
the symbols of s to the symbols of t, such that f is the identity on the constant
alphabet. For example, let Π = {a, b, c}, Σ = {X, Y}, s = abcXabY and t =
bcaXbcY. We then have s ' t with the renaming function f such that f(a) = b,
f(b) = c, f(c) = a, f(X) = X, and f(Y) = Y. We write s ' t when s and t
p-match.

Amir et al. [5] showed that we have only to consider p-strings over Π when
considering p-matching.

Lemma 1 ([5]). The p-matching problem on alphabet Σ ∪ Π is reducible in
linear time to the p-matching problem on alphabet Π.

2.2 Parameterized Border Arrays

As in the case of standard string matching, we can define the parameterized
border (p-border) and the parameterized border array (p-border array).

Definition 1. A parameterized border (p-border) of a p-string s of length n is
any integer j such that 0 ≤ j < n and s[1 : j] ' s[n− j + 1 : n].

For example, the set of p-borders of p-string aabbaa is {4, 2, 1, 0}, since
aabb ' bbaa, aa ' aa, a ' a, and ε ' ε.

Definition 2. The parameterized border array (p-border array) βs of any p-
string s of length n is an array of length n such that βs[i] = j, where j is the
longest p-border of s[1 : i].

For example, the p-border array of p-string aabbaa is [0, 1, 1, 2, 3, 4].
When it is clear from the context, we abbreviate βs as β.
The p-border array βs of p-string s was first explicitly introduced by Idury

and Schäffer [13] as the pfail function, where the pfail function is used in their
Aho-Corasick [14] type algorithm that solves the p-matching problem for multi-
ple patterns. Given a pattern p-string p of length m, the p-border array βp can
be computed in O(m log |Π|) time, and the p-matching problem can be solved
in O(n log |Π|) time for any text p-string of length n.
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2.3 Problems

This paper deals with the following problems.

Problem 1 (Verifying valid p-border array). Given an integer array α of length
n, determine if there exists a p-string s such that βs = α.

Problem 2 (Computing all p-strings sharing the same p-border array). Given an
integer array α which is a valid p-border array, compute every p-string s such
that βs = α.

Problem 3 (Computing all p-border arrays). Given a positive integer n, compute
all p-border arrays of length at most n.

In the following section, we give efficient solutions to the above problems for
a binary alphabet, that is, |Π| = 2.

3 Algorithms

This section presents our algorithms which solve Problem 1, Problem 2 and
Problem 3 for the case |Π| = 2.

We begin with the basic proposition on p-border arrays.

Proposition 1. For any p-border array β[1..i] of length i ≥ 2, β[1..i − 1] is a
p-border array of length i− 1.

Proof. Let s be any p-string such that βs = β. It is clear from Definition 2 that
βs[1..i− 1] is the p-border array of the p-string s[1 : i− 1]. ut

Due to the above proposition, given an integer array α[1..n], we can check if it
is a p-border array of some string of length n by testing each element of α in
increasing order (from 1 to n). If we find any 1 ≤ i ≤ n such that α[1..i] is not
a p-border array of length i, then α[1..n] can never be a p-border of length n.
In what follows, we show how to check each element of a given integer array in
increasing order.

For any p-border array β of length n and any integer 1 ≤ i ≤ n, let

βk[i] =

{
β[i] if k = 1,

β[βk−1[i]] if k > 1 and βk−1[i] ≥ 1.

It follows from Definition 2 that the sequence i, β[i], β2[i], . . . is monotone de-
creasing to zero, hence finite.

Lemma 2. For any p-string s of length i, {β1
s [i], β2

s [i], . . . , 0} is the set of the
p-borders of s.
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Proof. First we show by induction that for every k, 1 ≤ k ≤ k′, βk
s [i] is a p-

border of s, where k′ is the integer such that βk′
s [i] = 0. By Definition 2, β1

s [i]
is the longest p-border of s. Suppose that for some k, 1 ≤ k < k′, βk

s [i] is a
p-border of s. Here βk+1

s [i] is the longest p-border of βk
s [i]. Let f and g be the

bijections such that

f(s[1])f(s[2]) · · · f(s[βk
s [i]]) = s[i− βk

s [i] + 1 : i],
g(s[1])g(s[2]) · · · g(s[βk+1

s [i]]) = s[βk
s [i]− βk+1

s [i] + 1 : βk
s [i]].

Since

f(g(s[1]))f(g(s[2])) · · · f(g(s[βk+1
s [i]]))

= f(s[βk
s [i]− βk+1

s [i] + 1])f(s[βk
s [i]− βk+1

s [i] + 2]) · · · f(s[βk
s [i]])

= s[i− βk+1
s [i] + 1 : i],

we obtain s[1 : βk+1
s [i]] ' s[i− βk+1

s [i] + 1 : i]. Hence βk+1
s [i] is a p-border of s.

We now show any other j is not a p-border of s. Assume for contrary that j,
βk+1

s [i] < j < βk
s [i], is a p-border of s. Let q be the bijection such that

q(s[i− j + 1])q(s[i− j + 2]) · · · q(s[i]) = s[1 : j].

Since

q(f(s[βk
s [i]− j + 1]))q(f(s[βk

s [i]− j + 2])) · · · q(f(s[βk
s [i]]))

= q(s[i− j + 1])q(s[i− j + 2]) · · · q(s[i])
= s[1 : j],

we obtain s[1 : j] ' s[βk
s [i] − j + 1 : βk

s [i]]. Hence j is a p-border of s[1 : βk
s [i]].

However this contradicts with the definition that βk+1
s [i] is the longest p-border

of s[1 : βk
s [i]]. ut

Lemma 3. For any p-string s of length i ≥ 1 and a ∈ Π, every p-border of sa
is an element of the set {β1

s [i] + 1, β2
s [i] + 1, . . . , 1}.

Proof. Assume for contrary that sa has a p-border j + 1 /∈ {β1
s [i] + 1, β2

s [i] +
1, . . . , 1}. Since s[1 : j + 1] ' s[i − j + 1 : i]a, we have s[1 : j] ' s[i − j + 1 : i]
and j is a p-border of s. It follows from Lemma 2 that j ∈ {β1

s [i], β2
s [i], . . . , 0}.

This contradicts with the assumption. ut
Based on Lemma 2 and Lemma 3, we can efficiently compute the p-border

array βs of a given p-string s. Also, our algorithm to solve Problem 1 is based
on these lemmas. Note that Proposition 1, Lemma 2 and Lemma 3 hold for
p-strings over Π of arbitrary size.

In the sequel we show how to select m ∈ {β1
s [i]+1, β2

s [i]+1, . . . , 1} such that
βs[1..i]m is a valid p-border array of length i + 1. The following proposition,
lemmas and theorems hold for a binary parameter alphabet, |Π| = 2.

For p-border arrays of length at most 2, we have the next proposition.
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Fig. 1. Illustration for Lemma 5.

Proposition 2. For any p-string s of length 1, βs[1] = 0. For any p-string s′

of length 2, βs′ [2] = 1.

Proof. Let Π = {a, b}. It is clear that the longest p-border of a and b is 0.
The p-strings of length 2 over Π are aa, ab, ba, and bb. Obviously the longest
p-border of each of them is 1. ut

For p-border arrays of length more than 2, we have the following lemmas.

Lemma 4. For any p-string s ∈ Π∗, if j ≥ 2 is a p-border of sa with a ∈ Π,
then j is not a p-border of sb, where b ∈ Π − {a}.
Proof. Assume for contrary that j is a p-border of sb. Then, let f and g be the
bijections on Π such that

f(s[1])f(s[2]) · · · f(s[j]) = s[i− j + 2 : i]a,

g(s[1])g(s[2]) · · · g(s[j]) = s[i− j + 2 : i]b.

We get from f(s[1])f(s[2]) · · · f(s[j−1]) = s[i−j+2 : i] = g(s[1])f(s[2]) · · · g(s[j−
1]) that f and g are the same bijections. However, f(s[j]) = a 6= b = g(s[j])
implies that f and g are different bijections, a contradiction. Hence j is not a
p-border of sb. ut

Lemma 5. For any p-string s of length i, if βs[βh−1
s [i] + 1] = βh

s [i] + 1 and
βh−1

s [i] + 1 is a p-border of sa with a ∈ Π, then βh
s [i] + 1 is a p-border of sa.

(See also Fig. 1.)

Proof. Let f and g be the bijections on Π such that

f(s[1])f(s[2]) · · · f(s[βh−1
s [i] + 1]) = s[i− βh−1

s [i] + 1 : i]a,

g(s[1])g(s[2]) · · · g(s[βh
s [i] + 1]) = s[βh−1

s [i]− βh
s [i] + 1 : βh−1

s [i] + 1].

Since

f(g(s[1]))f(g(s[2])) · · · f(g(s[βh
s [i] + 1]))

= f(s[βh−1
s [i]− βh

s [i] + 1])f(s[βh−1
s [i]− βh

s [i] + 2]) · · · f(s[βh−1
s [i] + 1])

= s[i− βh
s [i] + 1 : i]a,
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Fig. 2. Illustration for Lemma 6.

we obtain s[1 : βh
s [i] + 1] ' s[i− βh

s [i] + 1 : i]a. Hence βh
s [i] + 1 is a p-border of

sa. ut
Lemma 6. For any p-string s of length i, if βs[βh−1

s [i] + 1] 6= βh
s [i] + 1 and

βh−1
s [i]+1 is a p-border of sa with a ∈ Π, then βh

s [i]+1 is a p-border of sb such
that b ∈ Π − {a}. (See also Fig. 2.)

Proof. Let f and g be the bijections on Π such that

f(s[1])f(s[2]) · · · f(s[βh−1
s [i] + 1]) = s[i− βh−1

s [i] + 1 : i]a,

q(s[1])q(s[2]) · · · q(s[βh
s [i]]) = s[βh−1

s [i]− βh
s [i] + 1 : βh−1

s [i]].

Because βs[βh−1
s [i]+1] 6= βh

s [i]+1, we know that q(s[βh
s [i]+1]) 6= s[βh−1

s [i]+1].
Since f(s[βh−1

s [i]+1]) = a and Π = {a, b}, f(q(s[βh
s [i]+1])) = b. Hence βh

s [i]+1
is a p-border of sb. ut

The following is a key lemma to solving our problems.

Lemma 7. For any p-border array β of length i ≥ 2, β[1..i]m1 and β[1..i]m2

are the p-border arrays of length i + 1, where m1 = β[i] + 1 and

m2 =





βl[i] + 1
if β[βl−1[i] + 1] 6= βl[i] + 1 for some 1 < l < k′ and
β[βh−1[i] + 1] = βh[i] + 1 for any 1 < h < l,

1 otherwise,

where k′ is the integer such that βk′ [i] = 0.

Proof. Consider any p-string s of length i such that βs = β. By definition, there
exists a bijection f on Π such that f(s[1])f(s[2]) · · · f(s[β[i]]) = s[i−β[i]+1 : i].
Let a = f(s[β[i]+1]). Then f(s[1])f(s[2]) · · · f(s[β[i]])f(s[β[i]+1]) = s[i−β[i]+1 :
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Algorithm 1: Algorithm to solve Problem 1
Input: α[1..n] : a given integer array
Output: return whether α is a valid p-border array or not
if α[1..2] 6= [0, 1] then return invalid;1

for i = 3 to n do2

if α[i] = α[i− 1] + 1 then continue;3

d′ ← α[i− 1];4

d← α[d′];5

while d > 0 & d + 1 = α[d′ + 1] do6

d′ ← d;7

d← α[d′];8

if α[i] = d + 1 then continue;9

return invalid;10

return valid;11

i]a. Note that β[1..i](β[i] + 1) is the p-border array of sa because sa can have
no p-borders longer than β[i] + 1.

It follows from Lemma 5 that βh[i]+1 is a p-border of sa. Then, by Lemma 6,
βl[i] + 1 is a p-border of sb. Since βh[i] ≥ 1, by Lemma 4, βh[i] + 1 is not a p-
border of sb. Hence βl[i] + 1 is the longest p-border of sb. ut

We are ready to state the following theorem.

Theorem 1. Problem 1 can be solved in linear time for a binary parameter
alphabet.

Proof. Algorithm 1 describes the operations to solve Problem 1. Given an integer
array of length n, the algorithm first checks if α[1..2] = [0, 1] due to Proposition 2.
If α[1..2] = [0, 1], then for each i = 3, . . . , n (in increasing order) the algorithm
checks whether α[i] satisfies one of the conditions of Lemma 7.

The time analysis is similar to that of Theorem 2.3 of [16]. In each iteration
of the for loop, the value of d′ increases by at most 1. However, each execution
of the while loop decreases the value of d′ by at least 1. Hence the total time
cost of the for loop is O(n). ut

Theorem 2. Problem 2 can be solved in linear time for a binary parameter
alphabet.

Proof. It follows from Proposition 2 that the p-border array of all p-string of
length 2 (aa, ab, ba, and bb) is [0, 1]. By Proposition 1, for any p-border array
β[1..n] with n ≥ 2, we have β[1..2] = [0, 1]. Hence each p-border array β[1..n]
with n ≥ 2 corresponds to exactly four p-strings each of which begins with
aa, ab, ba, and bb, respectively. Algorithm 2 is an algorithm to solve Problem 2.
Technically xaa can be computed by saa[β[i]] xor saa[β[i]+1] xor saa[i] on binary
alphabet Π = {0, 1}. Hence this counting algorithm works in linear time. ut
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Algorithm 2: Algorithm to compute all p-strings sharing the same p-
border array

Input: β[1..n] : a p-border array
Output: all p-strings sharing the same p-border array β[1..n]
saa ← aa; sab ← ab; sbb ← bb; sba ← ba;1

for i = 3 to n do2

Let f be the bijection on Π s.t. f(saa[β[i]]) = saa[i];3

Let g be the bijection on Π s.t. g(sab[β[i]]) = sab[i];4

xaa ← f(saa[β[i] + 1]); xab ← g(sab[β[i] + 1]);5

xaa ← y ∈ Π − {xaa}; xab ← z ∈ Π − {xab};6

if β[i] = β[i− 1] + 1 then7

saa[i]← xaa; sab[i]← xab;8

sbb[i]← xaa; sba[i]← xab;9

else10

saa[i]← xaa; sab[i]← xab;11

sbb[i]← xaa; sba[i]← xab;12

end13

Output: saa[1 : n], sab[1 : n], sbb[1 : n], sba[1 : n]14

( 0 )

( 1 ) ( 2 )

( 1 )

( 1 ) ( 2 ) ( 1 ) ( 3 )

Fig. 3. The tree T4 which represents all p-border arrays of length at most 4 for a binary
alphabet.

We now consider Problem 3. By Proposition 1 and Lemma 7, computing all
p-border arrays of length at most n can be accomplished using a rooted tree
structure Tn of height n− 1. Each node of Tn of height i− 1 corresponds to an
integer j such that j is the longest p-border of some p-string of length i over
a binary alphabet, hence the path from the root to that node represents the
p-border array of the p-string. Fig. 3 represents T4.

Theorem 3. Problem 3 can be solved in O(Bn) time for a binary parameter
alphabet, where Bn denotes the number of p-border arrays of length n.

Proof. Proposition 2 and Lemma 7 imply that every internal node of Tn of height
at least 1 has exactly two children. Hence the total number of nodes of Tn is
O(Bn). We compute Tn in a depth-first manner. Algorithm 3 shows a function
that computes the children of a given node of Tn. It is not difficult to see that
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Algorithm 3: Function to compute the children of a node of Tn

Input: i : length of the current p-border array, 2 ≤ i ≤ n
Result: compute the children of the current node
// β[1..n] is allocated globally and β[1..i] represents the current

p-border array.

function getChildren(i)1

if i = n then return ;2

β[i + 1]← β[i] + 1;3

report β[i + 1];4

getChildren(i + 1);5

d′ ← β[i];6

d← β[d′];7

while d > 0 & d + 1 = β[d′ + 1] do8

d′ ← d;9

d← β[d′];10

β[i + 1]← d + 1;11

report β[i + 1];12

getChildren(i + 1);13

return ;14

each child of a given node can be computed in amortized constant time. Hence
Problem 3 can be solved in O(Bn) time for a binary parameter alphabet. ut
We remark that if each p-border array in Tn can be discarded after it is generated,
then we can compute all p-border arrays of length at most n using O(n) space.
Since every internal node of Tn of height at least 1 has exactly two children and
the root has one child, Bn = 2n−2 for n ≥ 2. Thus the space requirement can be
reduced to O(log Bn).

4 Conclusions and Open Problems

A parameterized border array (p-border array) is a useful data structure for
parameterized pattern matching. In this paper, we presented a linear time algo-
rithm which tests if a given integer array is a valid p-border array for a binary
alphabet. We also gave a linear time algorithm to compute all binary p-strings
that share a given p-border array. Finally, we proposed an algorithm which com-
putes all p-border arrays of length at most n, where n is a given threshold. This
algorithm works in O(Bn) time, where Bn denotes the number of p-border arrays
of length n for a binary alphabet.

Problems 1,2, and 3 are open for a larger alphabet. To see one of the reasons
of why, we show that Lemma 4 does not hold for a larger alphabet. Consider
a p-string s = abac over Π = {a, b, c}. Observe that βs = [0, 1, 2, 2]. Although
βs[4] = 2 is a p-border of abac, it is also a p-border of another p-string abab
since ab ' ab. Hence Lemma 4 does not hold if |Π| ≥ 3.

Our future work also includes the following:
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– Verify if a given integer array is a parameterized suffix array [12].
– Compute all parameterized suffix arrays of length at most n.

In [12], a linear time algorithm which directly constructs the parameterized suffix
array for a given binary string was proposed. This algorithm might be used as
a basis for solving the above problems regarding parameterized suffix arrays.
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